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Introduction

Recent results in solving classification problems indicate that the use of ensembles classifier models
often leads to improved performance over using single classifier models [1, 2, 3, 4]. In this talk, we
discuss heterogeneous ensemble classifier models, where the member classifier models are not of the
same model type. A discussion of the issues associated with creating such classifiers along with a
brief description of the new HEterogeneous Machine Learning Open Classification Kit (HEMLOCK)
will be presented. Results for a problem of text classification and several standard multi-class test
problems illustrate the performance of heterogeneous ensemble classifiers.

Heterogeneous Ensemble Classifiers

Classification is the task of learning a target function that maps data instances to one of sev-
eral predefined categories. These target functions are also called classifiers, classifier models, and
hypotheses. We refer to a classifier constructed or learned from an ensemble of different types of
classifiers is as a heterogeneous ensemble classifier. Note that such classifier models are also referred
to as hybrid ensemble classifiers.

There are several challenges associated with learning heterogeneous ensemble classifiers. First,
the choice of which base classifiers (i.e., ensemble member classifier models) needs to be determined.
Performance of classifiers differs across different data sets, and thus choosing the collection of
classifiers that will best classify a given set of data is often a difficult task. Each base classifier can
be parametrized in many different ways, and thus an understanding of how these parameters are
correlated within each base classifier as well as across the ensemble is key to classifying data sets
accurately.

Fusion and Selection

A further challenge is combining base classifiers effectively, so that the performance of the ensemble
classifier is better than that of the individual classifiers. There are two basic strategies for combining
classifiers in an ensemble: fusion and selection [5]. Ensembles that use selection try to find the
best classifier ensemble member that is most capable of correctly classifying a particular instance.
Ensembles that use selection are also known as cooperative ensembles. In contrast to selection,
fusion methods make use of the outputs of all of the classifiers to try determine the label of an
instance. Voting is an example of fusion: each of the classifiers in the ensemble is given one vote
and all of the votes are counted towards deciding which output label should be chosen. Ensembles
that use fusion are commonly referred to as competitive ensembles. There are three levels at which
classifiers output can be combined using fusion: label, ranking, measurement. At the label level the
ensemble will only use the one class label that each of the base classifiers determines is correct. For
ranking, base classifiers in the ensemble provide a ranked list of class labels reflecting how likely
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each class is marked as the correct label for each data instance. Finally, at the measurement level
each of the base classifiers provides output that is intrinsic to the particular learning algorithm
used. Typically, measurements consist of probability distributions of the class assignment for each
instance.

Diversity

It has been shown that the strength of an ensemble is related to the performance of the base
classifiers and the lack of correlation between them (i.e., model diversity) [3, 4]. One way to decrease
the correlations between the classifiers while increasing or maintaining the overall performance of
the ensemble classifier is to include base classifiers derived from different learning algorithms such
as decision trees, neural networks, perceptrons, support vector machine, etc.

HEMLOCK

HEMLOCK is a new software tool for constructing, evaluating, and applying heterogeneous ensem-
ble data models for use in solving classification problems involving data with continuous or discrete
features. HEMLOCK consists of various data readers, machine learning algorithms, model combi-
nation and comparison routines, evaluation methods for model performance testing, and interfaces
to external, state-of-the-art machine learning software libraries.HEMLOCK uses XML for all input
and output, and standard readers and writers are being used for data input and output. Data
models are created by a variety of supervised learning methods: decision tree and random forest
inducers plus a linear perceptron learner as part of HEMLOCK along with interfaces to the meth-
ods available in the WEKA software library of machine learning algorithms. Evaluation methods
for assessing individual model performance include accuracy computation, confusion matrix gener-
ation, receiver operating characteristics (ROC) analysis, and area under the curve (AUC) analysis.
Methods for combining heterogeneous models into a single ensemble model include majority voting
and parameter regression.

Applications

In this workshop, two applications of heterogeneous ensemble classification will be discussed: e-mail
classification [2] and image classification. For the e-mail classification problem, a heterogeneous
ensemble of random forest, naive Bayes, and perceptron classifiers were used as base classifiers
(both as individual classifiers and in homogeneous ensembles). The image classification problem
consisted of labeling the number represented in handwritten digits, and heterogeneous ensembles
were created using the new HEMLOCK software framework.
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